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ABSTRACT 
User-generated content (UGC) is fundamental to online social engagement, but eliciting and 
managing it come with many challenges. The special features of UGC moderation highlight many 
of the general challenges of human computation in general. They also emphasize how moderation 
and privacy interact: people have rights to both privacy and safety online, but it is difficult to 
provide one without violating the other; scanning a user’s inbox for potentially malicious 
messages seems to imply access to all safe ones as well. Are privacy and safety opposed, or is it 
possible to guarantee the safety of anonymous content without access to that content? We 
demonstrate that such “blind content moderation” is possible in certain circumstances. 
Additionally, the methods we introduce offer safety guarantees, an expressive content space, and 
require no human moderation load: they are safe, expressive, and scalable. Though it may seem 
impossible to try moderating UGC without human- or machine-level access to it, human 
computation makes blind moderation possible. We establish this existence claim by defining two 
very different human-computational methods, behavioral thresholding and reverse correlation. 
Each leverages the statistical and behavioral properties of so-called inappropriate content in 
different decision settings to moderate UGC without access to a message’s meaning or intention. 
The first, behavioral thresholding, is shown to generalize the well-known ESP game.  
 
 

1. INTRODUCTION 
Ubiquitous user-generated content (UGC) is one of the most notable features of an Internet-
driven culture. Even ignoring its obvious benefits to platforms such as YouTube that are driven 
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almost entirely by UGC, such content can foster in users a sense of ownership and creative 
engagement with others (Ekstrom & Ostman, 2015; Subramaniam, Valdivia, Pellicone & Neigh, 
2014). However, the vast freedom UGC provides to creators makes it inherently difficult to 
govern. Norm-violating content is a sad fact of online social systems, one with temporal, 
monetary, and even human costs (Cheng, Danescu-Niculescu-Mizil & Leskovec, 2015; 
Grimmelmann, 2015; Harrison, 2010; Hermida & Thurman, 2007; Stefanovitch, Alshamsi, 
Cebrian & Rahwan, 2014). Malicious users can attack or endanger others with unsafe content, 
and techniques for preventing such attacks face a variety of challenges. Manual filtering can be 
prohibitively expensive at scale, while algorithmic filtering methods, although more likely to 
scale, are limited in effectiveness by the current states of the arts of NLP, AI, and machine 
learning (Hidalgo, Sanz, García & De Buenaga Rodríguez, 2009; Sood, Antin & Churchill, 
2012).  
 
Institutions that can more efficiently and reliably flag inappropriate content can not only better 
leverage the benefits of collective action online; they can also make it safer and easier to be 
inclusive of users of different ages and backgrounds (Subramaniam et al., 2014). But 
inclusiveness introduces its own complications. UGC-moderation settings seem to put privacy 
and safety at odds: Imagine that user Alice sends a message to little user Bobby through Charlie’s 
communication system. Charlie can offer Bobby safety guarantees, perhaps by reviewing Alice’s 
content and intercepting messages from her that violate external norms of propriety. Charlie can 
also offer Bobby privacy guarantees by precluding his own system’s access to the actual content, 
perhaps by providing Alice with cryptographic tools within his system. But can Charlie 
simultaneously guarantee both Bobby’s safety and privacy? In the context of a public-key 
cryptographic system, providing safety would require access to the private key, while providing 
privacy would proscribe such access. So what kind of privacy can be offered within a system that 
also has moderation obligations (Mont, Pearson & Bramhall, 2003)? Are privacy of content and 
protection from content mutually exclusive qualities? 
 
Whether due to the requirements of the audience or the demands of the law, UGC systems are 
facing increasingly clear pressures to provide for both the privacy and safety of their audiences 
(Barnes, 2006; Belenkiy et al., 2007; Silverstein, Nissenbaum, Flanagan & Freier, 2006). The 
technical challenges in reconciling these and other conflicting demands on UGC moderation are 
as interesting practically as they are theoretically. Problems of UGC management and moderation 
are problems of designing constraints to improve collective outputs in social context. They are 
particularly important problems because of how deeply UGC is embedded in peoples’ lives on the 
Internet. For these reasons, research on UGC management is a strategic source of advances for 
the human computation community. 
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1.1 Goal 

Our main goal is to showcase “blind” UGC moderation: that which guarantees both privacy and 
safety via content moderation that is blind to content semantics. We propose that interaction 
designers can accomplish blindness by leveraging the statistical structure of inappropriate 
content, regularities in human collective behavior, and the social and cognitive traits of specific 
kinds of user communities. The main contribution of this work is the specification of two 
moderation methods that accomplish this goal with the help of constraints specific to two more 
narrow problem domains, namely child-focused UGC and “collective” UGC. Though we present 
our methods as theoretical constructs that establish the non-impossibility of blind moderation, 
they are in principle simple and flexible enough to be applied to diverse UGC media including 
text, chat, and video content. Although they can be combined with other established methods to 
increase the effectiveness of existing UGC platforms, we do not present these methods as 
production-ready systems, but as stand-alone existence proofs of our unlikely claim that 
unobservable content can, in certain contexts, still be moderated.  

1.2 Literature 

Human computation shows that—with clever incentives and constraints—human collectives can 
be made to behave like algorithms (Das & Vukovic, 2011; Jain & Parkes, 2009; Yuen, Chen & 
King, 2009). This is as true for UGC moderation as it is for other areas of human computation. 
Recognizing that human moderators are costly, some human computation researchers have 
looked to crowdsourcing to increase the scalability of professional content moderation (Ghosh, 
Kale & McAfee, 2011). Refinements of this strategy have used automatic reputation calculations 
to identify and elevate the most reliable crowd workers (Adler & de Alfaro, 2007; Pantola, 
Pancho-Festin & Salvador, 2011). Ghosh and McAfee take a game-theoretic approach, reducing 
the need for content moderation with mechanisms that remove users’ incentives to emit low-
quality UGC in the first place (Ghosh & McAfee, 2011). Still other projects have focused on 
identifying those most likely to violate norms of propriety, either via crowdsourcing or through 
collaborative filtering (Adler & de Alfaro, 2007; Cheng et al., 2015; Wang et al., 2012). Despite 
the success of these approaches in providing safety, they all do so at the expense of privacy. In 
other words, none of these approaches is blind. 

Privacy and security researchers have attended extensively to the problem of providing privacy in 
the kinds of social media environments that UGC represents (van den Berg, Pötzsch, Leenes, 
Borcea-Pfitzmann & Beato, 2011), and they have long recognized the tension between respecting 
the privacy of users and holding them accountable for their behavior (Belenkiy et al., 2007; 
Burmester, Desmedt, Wright & Yasinsac, 2006; Mont et al., 2003; Pearson et al., 2009). Research 
on accountable privacy in online social media applications has restricted itself to solutions based 
on access control and authentication (Gates, 2007; Pang & Zhang, 2015; Sayaf & Clarke, 2013; 
Shehab, Squicciarini, Ahn & Kokkinou, 2012), although human-computational approaches have 
also attracted interest (Squicciarini, Shehab & Paci, 2009; Squicciarini, Shehab & Wede, 2010).  
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Digital-forensics researchers have also encountered the conflict between moderating content and 
forgoing access to it. A number of legal and ethical issues surround the problem of detecting and 
reporting child pornography, because of the blurry lines between storing it and owning it, 
detecting it and consuming it, and reporting it and propagating it (McIntyre, 2012). In early 
solutions, the problem of detection was left to the National Center for Missing and Exploited 
Children, who then distributed hash sums of exploitative image files to major social media 
providers such as Microsoft, Facebook, Google, and Twitter. However, the effectiveness of this 
approach was undermined by that fact that hashes change completely with arbitrarily small 
changes to their inputs. Modern solutions have approached this problem with fuzzy, “robust,” or 
locality-sensitive hashes that are insensitive to small changes to an image (Bjelland, Franke & 
Årnes, 2014). Within this system, UGC moderation teams are able to filter out unsafe media 
without any access to the semantics of that content. 

More generally, contemporary privacy research continues to be firmly grounded in a paradigm in 
which providing privacy means providing access to technical schemes that offer users control 
over information about them (Levin & Abril, 2008). The weakness of this perspective is that it is 
more prone to treating concepts such as privacy and safety as culturally static; the tracking of 
loyalty to a grocery store is governed by different cultural standards of propriety than the tracking 
of something like loyalty to a government. Alternatively, Nissenbaum’s paradigm of contextual 
privacy argues that considerations of context should be at the center of the privacy-design process 
(Nissenbaum, 2004; 2009). These concerns are particularly important for sensitive populations, 
such as young people (Barnes, 2006; Silverstein et al., 2006). Human-computational approaches 
are an important frontier in privacy research because humans naturally take social context into 
account, and the human-computed outputs of norm-respecting community members can be 
leveraged to tacitly integrate social context in collective outputs. This ability of human 
computation to naturally accommodate the complexities of social context will be evident in our 
definition of “inappropriate content,” below. 

2. CONCEPTUAL FRAMEWORK 

Our main approach is based on a statistical perspective on UGC management. But before 
introducing our methods, we will motivate them conceptually with a large (but non-
comprehensive) survey of production UGC systems. This discussion will not only give a sense of 
the range of approaches to content moderation; it will allow us to elaborate on the ideas of safety 
and privacy, to add two more features common to UGC moderation systems, and to speculate as 
to how these four features are traded off in different approaches to moderation. 

2.1 Definitions 

UGC platforms, because they control their software, can define moderation in terms of their own 
norms of propriety. So what makes content inappropriate? It has long been recognized that 
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communities are capable of developing social norms that are well adapted to their specific form 
of peer production (Kollock & Smith, 1996; Kraut & Resnick, 2012; Ostrom, 2005). So rather 
than “hard-coding” social norms, human computation can leverage small communities’ abilities 
to develop local norms. Within this broad scope, “inappropriate” may include content ranging 
from impolite to illegal. It may also include criteria that do not relate to social propriety at all, 
such as content that violates a host’s technical terms of use or brand guidelines. By designing 
environments that leave the definitions of “safe” and “appropriate” to the people subject to them, 
we offer general tools that empower communities to develop their own norms. 

Because we appreciate politeness as well as brevity, we will, whenever possible, refer to 
instances of “inappropriate user-generated content” as “bleeps” or “#@%!s.” 

2.2 Properties of UGC-moderation systems 

UGC-moderation challenges have been implicated in the shuttering of at least one major social 
game (Purslow, 2015), and they are apparent in the design decisions of every social media 
platform. Industry coinages such as “TTP,” referring to the minimum time necessary to produce 
problematic content within a given UGC system, attest to the immediacy of content-moderation 
problems in today’s social media platforms (Kelly, 2009).  

To structure the variety of challenges that UGC systems face, we identify trade-offs between the 
properties of “safety,” “privacy,” “expressivity,” and “scalability.” The safety of a system is its 
ability to shield message receivers from inappropriate content. By “privacy,” we refer narrowly to 
the ability or inability of a system owner to access items of user content. Expressivity is the 
ability of a system to offer unrestricted, flexible content-creation tools to all users. Scalability is 
the ability of a system to grow its user base with a less-than-proportional increase in the quality 
and costs of moderation. Scalability fails when the need for acts of costly moderation scales 
linearly or superlinearly with the quantity of content. A symptom of scaling failures is that quality 
moderation becomes an unsustainable cost center and bottleneck to growth. 

2.3 Interactions between properties of UGC-moderation systems 

The concepts of expressivity, safety, scalability and privacy capture the tension faced by a variety 
of existing UGC-moderation systems. Since blindness is not a property of any of the systems we 
review, this discussion focuses instead on how the three qualities beside privacy are traded off.  

For example, there is a direct tension between providing users with expressivity and safety. A 
system that is both safe and expressive would allow users unlimited freedom to create, up to the 
point that any particular piece of content violates community norms. But a content moderator (or 
automated moderation system) necessarily faces two types of content: that which should be 
censored and that which should be allowed. And that moderator has two corresponding choices: 
to censor an item of content or let it through. Within this frame, a moderator can err in two ways: 
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either by allowing content that should have been filtered or by censoring content that should have 
been allowed. Moderation systems are vulnerable to false negatives (passing inappropriate 
content) and false positives (filtering appropriate content), and, observed within the framework of 
signal-detection theory, decreasing the quality of a moderation system is equivalent to increasing 
at least one of those types of errors. All else held equal, to increase the false-negative rate is to 
decrease the safety of a system, and to increase the false-positive rate is to decrease the 
expressivity of a system. 

Moving from the pairwise trade-offs between safety and expressivity, in the remainder of this 
analysis, we explore three-way interactions between safety, expressivity, and scalability. The 
interactions we explore all suggest that a compromise on one of those qualities is necessary to 
leave the other two intact. For example, we argue that systems that seem successfully to provide 
both safety and expressivity, such as child-focused UGC platforms, must compromise on 
scalability, perhaps by relying on staffs of human moderators, and that systems that seem 
expressive and scalable, such as Facebook, compromise on safety by requiring users to personally 
identify themselves. We also discuss trade-offs between safety and the fourth feature, privacy. All 
of the systems we discuss seem to take for granted that providing safety requires the violation of 
privacy implied by human- or machine-level access to UGC. 

One strategy for maximizing safety and scalability is to compromise on expressivity. Many 
platforms that are not considered UGC platforms offer superficial customization options, such as 
color customization, although users may circumvent these implicit controls in unexpected ways 
(McWhertor, 2008). In the area of text UGC, online news providers that have customarily 
supported reader commenting are increasingly choosing the safe and scalable route of disabling 
free-form user contributions (Hughey & Daniels, 2013), in favor of more limited forms of 
interaction, such as “liking,” sharing, and voting. Constraining expressivity, whatever its 
downsides, has the merit that it can guarantee safety without a large, costly staff of human 
moderators. 

Similarly, designers of social UGC platforms who desire an expressive and scalable system can 
choose to compromise on safety. The most extreme way to reduce the safety of a UGC system—
its ability to expose users to inappropriate content—is to forbid censorship and moderation. A 
notable example of a site with minimal rules is 4chan.org, which has a famously ebullient and 
toxic community. A more moderate and common compromise on safety is to forbid anonymity 
and force contributors to a UGC platform to explicitly invoke their real-world identities. The 
most notable example is Facebook’s “real names” policy, which imposes on users this minimum 
level of accountability for the content they post. In the words of Facebook’s CEO: “We know that 
people are much less likely to try to act abusively towards other members of our community 
when they’re using their real names” (Davidson, 2015). Relying on the self-policing that comes 
with personal accountability has two effects. Because self-censorship reduces the demands on 
moderation staff, scalability remains high. And because the greater proportion of censorship is 
self-censorship, safety can be maintained with cultural norms instead of artificial technical 
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constraints that limit expressivity. In the same article, Facebook presents the “real names” policy 
as increasing rather than decreasing the safety of those who share their names. However, “real 
names” policies violate the personal safety inherent in being able to remain anonymous. 
Furthermore, as is clear from Facebook’s 13+ age limit, real-name policies are not an appropriate 
solution for all populations. 

Other systems compromise on scalability in ways that seem to benefit their ability to serve safe 
and expressive UGC. The most straightforward strategy is to employ professional human content 
moderators (Purslow, 2015). Systems that rely on professional moderators are very costly to 
maintain to the point that, with a high enough volume of UGC, human-moderation systems may 
not be viable. Professional moderators in large-scale UGC systems have finite time and resources 
with which to monitor high-density streams of content. They often sample only a subset of all 
content, which, by increasing the miss rate, can be seen as trading safety for scalability. And there 
are other downsides to this kind of strategy. According to a recent Wired report, most large-scale 
social media systems rely on veritable armies of low-wage outsourced workers for the monitoring 
of user-generated content (Chen, 2014). This report emphasizes the human cost of UGC 
management strategies that rely upon professional moderators: moderators are exposed to enough 
violent and illegal content that many employers either offer or require regular psychological 
reviews. 

The trade-offs between different styles of content moderation are rarely so clean-cut as in the 
examples above. It is much more common for real-world production systems to combine multiple 
moderation methods in ways that trade off more sensitively between the competing objectives of 
safety, expressivity, scalability, and privacy on an effective UGC system. Most production 
platforms rely to some extent on a combination of strategies. These can be designed to integrate 
the advantages of staffs of professional moderators, conventional computational filtering 
approaches to content moderation (such as natural language processing), and design decisions 
that support norms of civility. This will be clear in a discussion below of a proprietary hybrid 
system, which we call SafetyText, and on which we validate the first “blind” moderation method, 
behavioral thresholding. 

3. BLIND UGC MODERATION 

Is it possible to moderate user-generated content without having access to it? We present two 
blind moderation methods: behavioral thresholding and reverse correlation (BT & RC). Both rely 
on the assumption that norm-violating content is, by definition, less common than abiding 
content. In behavioral thresholding, input content is passed if it is sufficiently common while, in 
reverse correlation, multiple items of input content are aggregated to produce a single “collective” 
UGC output that averages out rare deviations. BT is blind because it can work on cryptographic 
hashes, while RC is blind in the more limited sense that the semantics of any individual item of 
content are so unclear as to be nearly opaque. 
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We present these methods as existence proofs rather than as proposed systems. Despite this more 
theoretical focus, we do present an empirical validation of BT, and we describe RC in terms of 
previous studies that have established its effectiveness in domains outside of human computation. 
Because we do not want a proprietary game, a specific system, or implementation details to 
distract from our core existence claim, we treat both methods in generic terms, with both general 
and narrative examples. 

3.1 Blind moderation with behavioral thresholding 

Young people are a major demographic of Internet users and UGC participants. In 2013, 3–17-
year olds represented 24.3% of people living with Internet connections (File & Ryan, 2014) and 
possibly more than a third of cell-phone owners (Duggan & Brenner, 2013). In the US, 25% of 3-
year-olds go online daily, and that proportion increases to almost 70% by age 8 (Gutnick, Robb, 
Takeuchi & Kotler, 2010). Despite the proportional overrepresentation of young people on the 
Internet, fewer than 20% of studies of Internet use attend to anyone below the age of 9 
(Holloway, Green & Livingstone, 2013), and current research falls short of addressing the safety 
of these users (Hartikainen, Iivari & Kinnula, 2015). 

The child-focused use case is interesting from a safety perspective. Strategies that are appropriate 
for adult populations may not work with children, e.g., Facebook’s real-names policy. And yet, it 
is also not an option to keep children away from the Internet. Only a decade ago, the best practice 
recommended to parents was to limit young people’s exposure to the Internet until they had 
reached maturity. But the now-current image of “digital natives,” a generation who has had 
access to the Internet since infancy, implies that more direct solutions to the safety of UGC are 
called for.  

The special challenges of designing youth-oriented UGC systems highlight many of the general 
challenges of online content moderation in general. They also emphasize how moderation and 
privacy interact: children have peculiar rights to both privacy and safety online. But it would 
seem impossible to provide one without violating the other; how do you establish the safety of a 
private letter to its recipient without opening it up and, in that sense, invading the privacy of that 
recipient? 

3.1.1 Definition of behavioral thresholding 

We introduce a method for blind, self-moderating, youth-oriented UGC using behavioral 
thresholds. The central assumption of BT is that any semantic unit that 100% of users would emit 
must be acceptable to transmit to them all. Though seemingly mundane, this claim is powerful 
because it allows us to definitively establish the safety of an emission, even knowing nothing of 
its content. A trivial system for preventing proscribed emissions would only allow the 
transmission of strings that had been generated and transmitted by 100% of users. But if the claim 
is true at the threshold of 100% of users, it may be true at 99% or 98%. In such a system, the 
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“behavioral threshold” for acceptable emissions is this threshold percentage. Behavioral 
thresholds were introduced by mathematical sociologists to model social dynamics such as 
opinion change (Granovetter, 1978; Macy, 1991; Schelling, 2006). In practice, it is unlikely that 
there are any semantic units that are emitted by 100% of users in a text-based UGC system; even 
a common greeting such as the string “Hi” does not meet this threshold in the chat corpus we 
analyze in Section 3.1.4. Fortunately, and key to BT, thresholds well below 100% may 
accomplish the same effect. Even with a very high, say 10%, rate of users who desire to emit a 
specific bleep, an 11% threshold will be successful in guaranteeing that this problematic content 
is successfully filtered. But the tests we report below succeed with an even lower threshold, of 
just 2%. 

As we define it, behavioral thresholding is ideal for the moderation of symbol strings, specifically 
simple text strings in a chat setting. While BT is introduced here for the moderation of chat text, it 
can work in any UGC platform in which two semantic units emitted by different users can be 
automatically identified as being the same. Two emoji strings are easier to automatically identify 
and compare than two freehand drawings of a boat, so UGC in the form of freeform art is 
unsuited to this method. 

Behavioral thresholding may at first glance seem unlikely to be at all effective. In a substantive 
conversation, we do not make statements that are likely to be exactly repeated by a large 
proportion of the population. This suggests that the BT method’s arbitrarily low false negative, or 
“miss” rate, should be complemented by a correspondingly high false-positive rate: though being 
inappropriate should imply that a message is sufficiently rare, being sufficiently rare should not at 
all imply that a message is inappropriate. In guaranteeing the absence of inappropriate content, 
BT will incorrectly filter out large numbers of perfectly appropriate statements. 

With this higher value on preventing false negatives (true bleeps that incorrectly passed the 
filter), at the cost of an increased false-positive rate (acceptable emissions that were incorrectly 
flagged as bleeps), BT suits itself to the task of youth-oriented UGC applications. A young user 
base is more likely to consist of poor typists with immature language and developing social skills. 
Developing language users are less likely to draw upon a large lexicon, uncommon syntactic 
constructions, or other language features that encourage unique statements and undermine 
thresholding. Their developing social interaction skills are likely to make them less sensitive to 
the problem of their many below-threshold messages being withheld. More broadly, it is 
generally accepted that parents have the authority, and perhaps a responsibility, to control and 
even censor their children’s media exposure. The sense of obligation to protect young users from 
inappropriate content translates to a mandate to minimize false negatives, even at the cost of a 
correspondingly high rate of false positives. In the youth-oriented use case, the precedence of 
safety over the other qualities therefore relaxes technical issues endemic to the challenge of 
automatically moderating UGC. 
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Narrowing the scope of the design problem to younger people adds some design challenges and 
relaxes others. Young people are more likely to use non-standard spellings and syntactic 
constructions. But as long as non-grammatical outputs are customary, BT will be able to 
aggregate and pass them.  

 

 
 

Figure 1. Users A, B, and C are interacting with the scene on the upper left by emitting 
semantic units. User A has emitted “Pet the dog” and “Play fetch.” User B has emitted “Pet the 

dog.” User C has emitted “Yank the dog” and “Pet the dog.” Only “Pet the dog” exceeds this 
example’s conservative behavioral threshold of 2/3. False positives, such as the omission of 

“Play fetch,” are an inevitable side effect of this method. 
 

3.1.2 Example 1: Illustrative example 

In Figure 1, we have sketched an example of BT in action. Users A, B, and C are interacting by 
emitting semantic units. They can describe a scene, interact with it, and even elaborate on it by 
introducing new semantic units. However, only emissions that have exceeded the behavioral 
threshold are broadcast. This UGC system is expressive because the number of possible semantic 
units grows combinatorially with the number of basic elements (“dog,” “ball,” “collar,” “hand”). 
Yet, despite this large UGC space, a unit that has been expressed once remains likely to be 
expressed again. 

Since all three users emitted “pet the dog,” that semantic unit can be defined as safe and 
whitelisted permanently, without moderator approval and, indeed, without any consideration of 
what it means. The other two semantic units, throwing to the dog and yanking the dog, did not 
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exceed the threshold and were withheld. Note that one of the filtered emissions is actually benign 
but too rare to get whitelisted. The conservatism of this method is inherent to it and is a typical 
and desirable feature of child-focused UGC moderation platforms. 

3.1.3 A blind approach to arbitrarily low false-positive rates 

For a more formal treatment, take a set of statements X, each with probability P(bleep) of being 
inappropriate statement “bleep.” A bleep can only pass the filter if its frequency meets or exceeds 
behavioral threshold T ∈ [0.00,1.00]. The probability of this happening is 

𝑃  #@% ! ≥ 𝑇 = 𝑃  #@% ! = 𝑛
!

!!!|!|

 

 (1) 

where the function within the summation is the binomial distributed probability that exactly n 
statements will have value bleep 

𝑃  #@% ! = 𝑛 =
|𝑋|
𝑛

𝑃  #@% !  ! 1 − 𝑃  #@% !  ! !!
 

 (2) 

For rare bleeps (P(bleep) << 1), this probability decreases exponentially with increases in n, and 
all but the first terms of the summation are guaranteed to be very small. Since T defines the lower 
bound of n, increments in T function to remove these initial terms, causing exponential decreases 
in P(bleep > T). Increasing T by small amounts will quickly make the probability that that bleep 
escapes the filter negligible. For example, let |X|=100 and P(bleep) = 0.01. When T is raised 
slightly from 0.01 through 0.04 to 0.08, then P(bleep > T) drops dramatically from 63%, through 
1.8%, to 0.00082%—by roughly an order of magnitude for each percent increase in the threshold. 
With small adjustments of T, the designer can set the probability of a false negative arbitrarily 
low. Within this formalism, behavioral thresholding can be seen to generalize the well-known 
ESP game (von Ahn & Dabbish, 2004; 2008) which implements human-computed image tagging 
under the special case of a two-person institution with T=1.00. 

It should be clear that the appealing properties of BT come with many strong assumptions and a 
very high false-positive rate. The empirical evaluation in Example 2 tests the assumptions and 
shows how BT can be complemented by more precise methods. But, independent of its role as a 
potential production system is its role as a proof of the existence of blind moderation.  
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3.1.4 Example 2: Empirical evaluation and assumption checks on the SafetyText 
system 

BT demonstrates the existence of blind moderation, but, as a proposed system, BT’s domain of 
application is limited. First, it demands a domain such as child-focused UGC in which the cost of 
a miss is much larger than the cost of a false positive. Second, there must be a corpus of content 
that is high enough in volume and redundancy that most semantic units have been emitted more 
than once. Third, bleeps must be rarer than appropriate content. And relatedly, if collusion exists 
among users who wish to “beat” the system, the size of that group of users must not exceed T% of 
the total population of the system (in other words, the existence of malicious colluders impose a 
practical lower bound on T). 

Though these seem like prohibitively strict assumptions—particularly the first two—they hold in 
a wide range of currently popular child-focused social games and social networks such as 
Webkinz, Animal Jam, Wizard101, and Fantage, each of which offers “safe chat” systems with 
artificially constrained lexicons and strict character limits. All of these systems impose 
constraints on lexicon and syntax that, combined with the simple typing of children, “tab 
autocomplete” suggestion functionality, and Zipf’s law of word frequencies (Zipf, 1949), will 
send a surprising percentage of messages above threshold. Going beyond these general claims in 
support of the viability of BT, we can demonstrate it more specifically in the case of a heavily 
used, proprietary, child-focused UGC moderation system we refer to as SafetyText.  

SafetyText is a UGC moderation platform that mediates chat interactions online. It is a popular 
system that, over a decade, has moderated perhaps 10 billion youth-generated chat messages by 
hundreds of millions of users, in dozens of countries and multiple languages. SafetyText is based 
upon an NLP system that uses a restricted syntax and semantically enriched lexicon to implement 
safety rules that can, for example, prevent one user from derogatorily calling another a “beach.” 
Integrated into the system is a trained moderation staff that provides support by manually 
moderating samples of chat, integrating with the game culture, refining the lexicon, and 
arbitrating special cases. Because of the sensitive nature of its target population, the system has a 
high false-positive rate: it ends up conservatively filtering many messages that are clearly safe in 
order to more reliably prevent the transmission of the small number of unsafe messages. 

The SafetyText NLP system’s approach to a message that it cannot identify as definitely 
inappropriate is to “fake send” it by artificially making it seem to its speaker to have been sent. 
The fake-send feature might seem to completely undermine the viability of the system, but 
SafetyText has been at least expressive enough to successfully compete for and maintain a user 
base of hundreds of millions of young people. Since most users are poor typists whose language 
and social interaction skills are still developing, it may be that they rarely notice unsent messages, 
or tolerate them when they do notice.  
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The robustness of the preexisting SafetyText platform to these weaknesses indirectly supports the 
assumptions on which the success of the BT method depends. However, we also tested these 
assumptions directly by evaluating BT on 250,000,000 SafetyText messages, covering a span of 
multiple months and multiple language groups. We assert that: 
− More than 80% of messages were emitted more than once. 
− Inappropriate content is indeed rare: thresholds T as low as 0.02 are adequate. Among 

English speakers the first two bleeps, “fuck” and “shit,” are seen in 1.5% and 0.5% of users 
respectively. 

− SafetyText has a high false-positive rate: 60% of all messages are flagged by the system as 
conceivably inappropriate and are not sent. This statistic stands despite the objective 
rarity of inappropriate content, the system’s complexity and sophistication, and the 
system’s sustained success and popularity. SafetyText continues to represent the state of 
the art in youth-oriented UGC moderation. 
Repeated messages are common enough for BT to be a surprisingly effective heuristic 
moderation technique. BT technically works at T=0.02, passing 15% of all chat at negligible 
computational cost, although this 15% consists of only four unique messages (because all 
other messages were sent by fewer than 2% of users). Decreasing the threshold to T=0.005, 
the number of messages that exceed the threshold for being sent increases from 4 to about 
100 messages. These 100 messages account for 25–40% of the bulk of chat (in the subset of 
English language chats, BT at this half-percent threshold passes 27.2% of chat), more 
than ten of which are acceptable “ham” messages that the production SafetyText system 
rejects as “spam.” However, one of those 100 messages is a known bleep, which means 
either that T=0.005 is too low, or BT requires human assistance at this threshold. 

Because BT can automatically vet approximately a third of SafetyText messages, we propose that 
BT may serve a supporting role within a production system. Even implemented with an 
excessively low threshold that permits misses, like the T=0.005 threshold above, BT can serve a 
useful role within a more sophisticated moderation pipeline. Because a small change in the 
threshold leads to a large change in the proportion of messages passing the system, BT can also 
be used to flag “high-priority” messages for human inspection. BT may also be adaptable to 
changes in slang, fads, and other popular language: to accomplish this more challenging task it 
need only flag novel statements that exceed threshold. Overall, BT could reduce the load on more 
sensitive and resource-intensive moderation methods by providing a first pass over the bulk of 
chat. The efficiency of BT is rooted in its complete ignorance of message semantics in favor of 
attention to social patterns of use. 

3.1.5 Example 3: Improved effectiveness if only certain types of players emit bleeps 

Though all users are potential emitters of inappropriate content, research shows that some users 
are much more likely than others to violate community norms (Cheng et al., 2015). Fortunately, 
BT is particularly effective in environments where norm-violating expressions are peculiar to a 
specialized “bleeper” type. If a specific bleep is equally likely (say, P(bleep) = 0.01) from each of 
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100 users, then BT has a 26.4% chance of passing it at T=0.02. But if just 1 of the above 100 
users has a 100% probability of emitting bleep—if only bleepers bleep—then that content is 
guaranteed not to pass, no matter the volume of attempts that single user generates.  

3.1.6 Example 4: Moderating encrypted content 

Our explication of BT has been in terms of known messages, so in what sense is BT blind? 
Imagine a system identical to SafetyText except that all messages between pairs of players are 
end-to-end encrypted with the same public key. This change would confound the efforts of all 
current schemes for filtering unsafe content, whether based on human moderators or 
computational NLP schemes. But BT would still be able to provide some indication that certain 
messages were guaranteed to be safe. Behavioral thresholds are calculated in terms of the 
frequencies of different semantic units. Because the frequency of a unit can be calculated with 
only its hash sum, it is possible to implement the method without a system designer ever having 
access to the actual content of users’ private messages. This is an interesting property because it 
wouldn’t seem that content moderation is possible without actual access to content, but BT can 
issue safety guarantees while respecting privacy, at least in the narrow domain of child-focused 
UGC. 

3.1.7 Limitations 

BT is blind, safe, and scalable. It is also expressive in the sense that users may enter any piece of 
content to the system (even though that content may not survive the filter). But BT has a few 
weaknesses. Obviously, it is unlikely to be satisfactory as a standalone moderation solution. In 
practice, even very low thresholds will have false-positive rates that are too high for a sufficiently 
expressive UGC experience. BT is therefore most likely to find practical use as one component of 
a more complex, hybridized moderation system, such as SafetyText. Although it is theoretically 
interesting that BT requires no access to semantics, from a practical perspective it is most likely 
that a moderation system with access to semantics will aim to leverage that information as well. 

BT is restricted to UGC platforms in which a large proportion of content is reproduced exactly by 
many users. These conditions are unlikely to exist outside of narrow domains, such a child-
focused platforms that place artificial bounds on lexicon, syntax, and message length. However, 
there do exist computational methods for recognizing two non-identical inputs as “the same.” For 
example, locality-sensitive hashing has already proved fruitful in image processing and digital 
forensics (Bjelland et al., 2014), and it could expand the range of BT beyond UGC platforms 
based on short text strings. 

BT also requires some “burn-in”: in practice, a safe statement would be categorized as unsafe 
until it reached threshold. This problem could also be alleviated in practice by integrating with a 
preexisting hybrid production system such as SafetyText. 
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Lastly, the key assumptions of BT restrict it to the somewhat narrow use case of child-focused 
UGC moderation. Though it seems restrictive, we argue in the discussion that this last property is 
as much a strength as a weakness, as it prevents BT from being applied abusively in non-youth 
censorship applications. 

3.2 Blind moderation with reverse correlation 

Where behavioral thresholding satisfies its assumptions with the requirement that users are 
children, the second human-computational UGC-moderation method we introduce, reverse 
correlation, is not for child-only uses, but instead restricts itself to Collective UGC, a type of 
UGC that is less focused on facilitating personal expression than mass engagement. While the 
effectiveness of behavioral thresholding depends on the existence of a strict identity relation 
between emissions by different people, reverse correlation has the advantage of being able to 
aggregate over contributions with subtle differences. 

In Collective UGC, the aggregated efforts of hundreds or even millions of individuals are 
represented as a single (usually artistic) output. For most Collective UGC, a central planner posts 
a “central prompt,” every participant contributes content, and the product is some aggregation 
over all contributions. Despite its impressive potential to engage and unite very large populations 
in the shared production of a common goal, Collective UGC is in practice much less common 
than other types of UGC, in part because of how current manifestations inefficiently trade off the 
qualities of expressivity, safety, and scalability. The method we propose circumvents many of 
these weaknesses. 

A prominent example of Collective UGC is the Sheep Market, a 2007 work by Aaron Koblin 
(Koblin, 2009). Koblin used the Amazon Mechanical Turk crowdsourcing platform to solicit and 
vet thousands of drawings of sheep. Workers were paid $0.02 to fulfill the central prompt: “draw 
a sheep facing to the left.” The collection of 10,000 solicited drawings of sheep was united with a 
visual interface that made them easy to browse. 

Just as the Sheep Market represents the inspiring potential of Collective UGC projects, it also 
represents their downsides. Because the communities of collaborators supporting Collective UGC 
come from a large, uncontrolled, anonymous audience, Collective UGC is vulnerable to 
vandalism. While contributions can be manually moderated to ensure compliance, this is costly in 
time or money. In the Sheep Market, human moderation efforts were necessary to ensure that 
each of the 10,000 drawings was compliant in depicting a left-facing sheep and only that. 
Whether crowdsourced or not, the task of moderating Sheep Market contributions scales linearly 
with project size, and the approach is in that sense not scalable. 

The Sheep Market may not have been practically or financially viable as anything more than a 
one-off demonstration. The overhead of moderation would likely have become a problem if it had 
tried to scale to millions of users, or to continue issuing new prompts on a regular weekly or 
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monthly basis. But without any moderation, the Sheep Market would have been lower quality and 
potentially inappropriate for general audiences. A stricter prompt may have been easier to vet 
automatically (improving scalability) but only at the cost of decreased expressivity. The result of 
these safety/scalability/expressivity trade-offs is a UGC system that either fails to engage 
participants, exposes them to un-vetted content, or is not viable at scale. These problems have 
severely limited the use of Collective UGC beyond prototypes and one-off demonstrations. 
Fortunately, new human computation schemes can help overcome these weaknesses, and may 
help increase the viability and popularity of collective UGC as an approach to eliciting large-scale 
audience engagement. 

 

 
 

Figure 2. In the reverse-correlation task, a base image (which is itself never exposed) has a 
filter of random noise added to and also subtracted from it. Users repeatedly choose between 
the resulting pair of images, in favor of whichever is a better visual representation of some 

prompt. Figure 3 shows the results for different prompts. See Acknowledgements for all image 
sources. 

 

3.2.1 Reverse correlation 

We introduce a blind method for aggregating contributions in a Collective UGC setting that is 
safe, scalable, and expressive. “Reverse correlation” integrates an unlimited number of user-
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generated contributions in an expressive medium (such as images or audio) such that the 
aggregated output is guaranteed to be consistent with the goals of the collective, and specifically, 
to be free of inappropriate content. Like BT, RC leverages the relative sparsity of inappropriate 
content to “average out” any off-prompt contributions in favor of the content prescribed by the 
central prompt. Like BT, RC is blind, a point we develop in Example 3. 

RC is already well known in social psychological research on social-reasoning processes (Dotsch 
& Todorov, 2012; Dotsch, Wigboldus, Langner & van Knippenberg, 2008; Julie, Mangini, Fagot 
& Biederman, 2006; Karremans, Dotsch & Corneille, 2011; Todorov, Dotsch, Wigboldus & Said, 
2011). As with BT, what is novel is the introduction of this already-proven research technique to 
practical design challenges in human computation. 

In an RC task, a template is defined upon which the final output will build (Figure 2). This 
template can be an image, a sound, or some other representation of an abstract high-dimensional 
space. Users are never exposed directly to the raw template, but only to two random variations on 
it. On being presented with the prompt, they select which of two variations on the template is a 
better representation of the intent of the prompt. Afterward, these random variations are averaged 
to produce a collective output that, with more inputs, increasingly resembles the output specified 
by the prompt. While most Collective UGC applications follow the Sheep Market in aggregating 
all inputs into a large collection of independently viewable contributions (e.g., a grid of adjacent 
images), RC aggregates those inputs in a large collection of juxtaposed pixels that constitute a 
single collective contribution (e.g., a stack of image layers). 

3.2.2 Example 1: Eliciting diverse mental images 

In the example in Figure 2, a “filter” of random noise has been added to and subtracted from a 
single template image of a face, producing two variants that are presented to the user as options. 
The user is then solicited with the central prompt, which may read: “Please select the face that 
looks more happy,” or “more scary,” or “more like a Moroccan person.” Neither variation will 
look at all happy or scary or Moroccan, since each is only a noisy version of the template. 
However, if the prompt is repeated hundreds of times, the average of all selected variants will 
resemble the face specified in the central prompt (Figure 3). The method is sensitive enough to 
reflect noticeable differences in peoples’ “mental images.” For example, researchers have found 
that, when racially prejudiced subjects are asked to produce out-group faces, outside raters judge 
the resulting faces as looking less trustworthy and more criminal (Dotsch et al., 2008). 

RC may be seen as “search” through a high-dimensional UGC space. Dotsch’s (Dotsch & 
Todorov, 2012) images used a base face as a template, and their subjects’ choices collectively 
effected search through the 4092-dimensional space of visual noise parameters. Despite this very 
high dimensionality, researchers have demonstrated satisfactory results with “search” over only 
hundreds of choices, making reverse correlation practical to implement with or without a very 
large-scale participant pool.  
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With proper implementation, choices that violate the binary intentions of the central prompt will 
be rare and incoherent, and will therefore be averaged out to form a neutral palimpsest 
background against which a final output can emerge that is consistent with the prompt. Our 
argument here follows the same tack as that formalized for BT: if the probability of a single 
violation is sufficiently small, then the probability that independent agents will commit precisely 
the same violation is negligible, and through thresholding (in the case of BT) or averaging (in the 
case of RC) the system will perform moderation automatically. 

 

 
 

Figure 3. Typical outputs of the reverse-correlation task, for prompt: “Which of these two 
faces looks more ________.” Prompts included a. trustworthy, b. untrustworthy, c. Chinese, 
and d. Moroccan. Each of these outputs is the result of only a few hundred binary choices. 

 

3.2.3 Example 2: Audio RC with a physical interface 
The binary decision setting required by RC is simple and flexible enough that the method is easily 
adapted to many problem domains. In fact, RC was originally developed not for images, but for 
the generation of evocative audio clips. The method thus provides a simple design pattern for 
integrating UGC into the design of a larger multimedia user experience. Assume, for example, 
that a designer wants to leave the domain of the Internet and foster a sense of ownership in 
visitors to a physical haunted castle amusement-park attraction. Using RC, castle visitors might 
encounter two mysterious doors at the end of a corridor, and be given the option to go either left 
or right (Figure 4). Each door would have an automatically generated face (or a sound) posted 

a.                                   b.

c.                                   d.
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above it, and the only difference between the doors would be the random difference between 
these faces. If visitors were instructed to avoid the more frightening of the two faces, then their 
behavior would constitute a choice in favor of the avoided filter, which would then be used to 
make subsequent versions of the face more frightening for future guests. Guests can derive value 
from the knowledge that the scary face at the haunted castle is in some sense customized by their 
own frightening experience there.  
 

 
 

Figure 4. Representation of the reverse-correlation task in a haunted castle scenario. The 
average of a few hundred binary reactions to the prompt results in a stimulus that is 

increasingly consistent with that prompt. Because each decision can be made by a different 
person, this method can be used for the development of Collective UGC. The aggregation 

implements safety without any human moderation. 

 

3.2.4 Example 3: Deposing the tyrant 

It should be clear that RC is safe, scalable, and expressive, but in what sense is it blind? 
Permitting a UGC system to average all submitted images implies access to those images. RC can 
be parallelized and distributed over a cluster, will the nth pixel of each image being averaged on 
core n, but such an effort is a poor implementation of privacy if the moderator has an owner’s 
access to the cluster. However, there remains a weaker but still legitimate sense in which RC is 
blind. RC requires access to raw content, but not to content semantics.  

Imagine an election between an incumbent dictator and a democratic favorite. All citizens prefer 
the latter but fear their ballots could be traced. If RC was used for the voting mechanism, with 
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voters selecting the one of two noisy faces that most closely resembled their preferred candidate, 
then they could vote in safety: even if the tyrant gained access to all choices, and even if the 
collective average resembles the challenger, the noisiness of the binary choice setting would 
make it impossible to reliably infer any one voter’s preferred candidate from their chosen image. 
Because RC’s two-alternative forced choice is between options with individually meaningless 
differences, RC obscures users’ intentions, and thereby protects their privacy. So while RC is less 
blind than BT in the sense of forgoing access to a message, it is still blind in the sense that it 
functions without access to a message’s meaning. 

As a proposed system, RC is likely a poor improvement on existing voter protection schemes, 
which have long been interested in the preservation of privacy and anonymity (Chang & Lee, 
2006; Fujioka, Okamoto & Ohta, 2005). Furthermore, the example of the tyrant has no sense of 
inappropriate content (write-in candidates?), but this example highlights how a blind human-
computational approach can aggregate collective intentions while still obscuring individual ones, 
and how such an approach might differ from current computer scientific voting schemes for 
preserving privacy. 

3.2.5 Limitations 

RC shares with BT the weakness that it is vulnerable to large-scale collusion: if conspirators 
constitute a large enough proportion of users, they may be able to inject off-prompt content into 
the collective output. Fortunately, this level of collusion presents vandals with a substantial 
collective active problem. Additionally, Collective UGC is at present only an exotic variety of 
UGC, making the scope of applicability of RC narrow. That practical problem does not, however, 
detract from RC as a second proof of the existence of blind UGC moderation in certain 
constrained problem domains. With reverse correlation for collective UGC, any design of these 
descriptions can be used to safely, expressively, scalably, and blindly integrate interactivity into 
online content. 

4. DISCUSSION 

The behavioral-threshold method uses the relatively low frequency of inappropriate emissions 
and of people who emit them to offer formal guarantees that an inappropriate message will not be 
visible to users. Though this method may be applicable to youth-focused platforms, it is less 
likely to be effective within a platform that serves a general audience. This is because there are 
differences in what different user communities tolerate. For audiences of children, misses are 
very costly, and false positives are tolerated at surprisingly high rates, as in the case of a popular 
system we evaluate above, that we estimate inappropriately withholds twelve safe messages for 
every unsafe one it successfully catches. BT is a fit for this specific use case because it allows an 
arbitrarily low miss rate, at the cost of the kind of high false positive rate that young audiences 
seem to tolerate. The freedom to focus only on reducing the false negative rate, with little regard 
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to corresponding increases in the false positives, allows us to consider designs that would not 
work in adult domains 

Using the reverse-correlation approach to Collective UGC, a group of users can effectively search 
an unlimited space of possible images in a way that protects their members from exposure to 
content that diverges from a predefined prompt. Like BT, it relies on the assumption that 
inappropriate emissions are rare, but it works from this foundation in a different way. RC 
computes a single output by averaging user inputs, all of which are elicited in response to the 
same prompt. Assuming that most users’ inputs are in line with the prompt, or that any deviations 
from the prompt are statistically unrelated to one another, averaging the inputs creates a coherent 
on-prompt output (such as an image) that automatically smooths off-prompt contributions into the 
background. 

4.1 Comparing and contrasting behavioral thresholding and reverse 
correlation 

BT and RC share a number of appealing properties. Both rely on the uncommonness of bleeps to 
exclude them from the output; both permit expressive UGC in diverse large-scale media without 
human moderation load; neither depends on knowledge of content semantics; and both can be 
integrated into the more complex pipelines characteristic of real-world moderation systems.  

Despite their similarities, BT and RC are, of course, different methods with different use cases. 
BT leverages the rarity of bleeps to excise them, while RC leverages this rarity to average bleeps 
out. BT is intended for youth-oriented cases that tolerate a high false-positive rate, while RC is 
suited only to the subset of UGC systems focused on Collective UGC, in which many users’ 
inputs are aggregated into a single collectively produced output.  

The methods also differ a bit in how they provide privacy and expressivity. BT can respect the 
privacy of users in the straightforward sense that it can accept hashes that represent content in 
place of raw content. RC respects the privacy of users in the different sense that an observer 
viewing a single user’s contribution cannot reliably infer that user’s position with respect to the 
prompt. Also, while both methods are in some sense “expressive,” they differ in what sense. In 
BT, users can submit any message content into the system, but little of that content will be passed 
through it. Conversely, in RC, users are restricted in the content that they can submit into the 
system, but it places no constraints on the output space. Within this contrast between the two 
methods, BT might be described as “upstream expressive” and not “downstream expressive,” 
while RC is “downstream expressive” but not “upstream expressive.” 

Looking more closely into the similarities between the methods highlights our main 
contributions. Overall, each method leverages the unique properties of their domain—child-
focused and collective formats for UGC—to blindly implement content moderation. Like many 
techniques in human computation, these methods circumvent the complexities of natural language 
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processing by relying on behavioral rather than semantic structures. In the process, they introduce 
problem settings in which it is possible to provide message monitoring while respecting message 
privacy. 

4.2 Limitations 

Aggregating the limitations reported in sections 3.1.7 and 3.2.5, BT and RC have a few 
weaknesses and vulnerabilities in common. Both are defined in terms of constrained UGC use 
cases; both are unlikely to be satisfactory as 100% standalone moderation solutions; and both 
may be vulnerable to coordinated efforts to undermine their effectiveness. Specifically, since both 
methods assume the statistical independence of individual contributions, they are both susceptible 
to workarounds such as large-scale collusion. Neither can successfully filter bleeps within user 
communities that might organize, intentionally or unintentionally, to embrace and emit popular 
bleeps widely. In the case of reverse correlation, even a single individual with many opportunities 
to contribute choices could possibly collude with him or herself to pollute the final product with 
off-prompt content. Fortunately, this level of collusion presents aspiring vandals with a 
substantial collective active problem. 

4.3 BT and RC in social context 

While this work is focused on the theoretical possibility of blind UGC moderation, it is worth 
exploring how these methods might function in the real world. In application, both are most likely 
to be used in combination with other approaches, in particular those that involve professional 
human moderators. Both methods are likely to become more effective, in terms of both accuracy 
and cost, when they are used to reduce but not remove the need for occasional acts of costly 
manual moderation by humans. Human moderators provide a sanity check on these systems, 
which are probably vulnerable to exploits based upon large-scale collusion. With complementary 
human staff, a production system could more robustly reduce both the false-positive and false-
negative rates to which BT or RC alone might be susceptible.  

The sensitivity of our methods to social context permits us to leave definitions of propriety to the 
communities managing these systems. But in doing so, these methods may put more importance 
on the ability of communities to successfully govern their own affairs. If some item of content is 
appropriate within a community, but a bleep outside of it, then part of limiting the exposure of 
members to content that they experience as inappropriate will be the development of boundaries, 
such as membership procedures, or acculturation processes, such as onboarding procedures, that 
preserve the in-group’s culture and its specific sense of what constitutes appropriate content 
(Kraut & Resnick, 2012, ch. 5). 

Considering broader social context also raises ethical questions. For example, there may be no 
clear line between a content-moderation system and an overt censorship system. Researchers in 
the domain of UGC moderation have an ethical responsibility to consider how their methods can 
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be abused by “enemy of the Internet” states and other autocratic authorities (Hartley, Lumby & 
Green, 2009). Indeed, Akdeniz reports on the frequency with which web-filtering systems are 
applied beyond their publicly reported scope to implement censorship illegally or unethically 
(Akdeniz, 1998). Both practical and ethical concerns demand an intentional design approach that 
remains sensitive to the potential for abuse, and to the unique characteristics of a target 
population (von Ahn & Dabbish, 2008; Flanagan, Howe & Nissenbaum, 2005).  

RC and BT show that integrating the unique properties of a specific population into the design of 
a moderation system can prevent that system from being abusively deployed on other 
populations. Both transfer poorly outside of their narrow use cases. Consider the potential for 
abuse in state-sponsored censorship schemes. The very high false-positive rate that makes BT 
useful in youth-oriented domains makes it poorly suited to more general applications. The young 
populations over which BT does implement “censorship” are populations for which it seems 
acceptable, or even necessary, to do so; parents are often expected to censor their children’s 
media exposure. In the case of RC, collective UGC is a relatively obscure type of UGC setting 
whose intersections with state-sponsored censorship, if they exist at all, are not clear. 

A second ethical concern is the “human cost” of professional content moderation, by which paid 
moderators suffer from exposure to distressing content (Chen, 2014). Crowdsourcing the work of 
these professionals may only increase the variety of negative consequences experienced by 
workers (Silberman, Irani & Ross, 2010). In our methods, content producers are implicitly their 
own moderators: in behavioral-thresholding systems, the only individuals who will ever be 
exposed to inappropriate content will be those who produced it, while in reverse-correlation 
systems, not even the individual who attempts to subvert the content stream is likely to actually 
observe off-prompt content. 

4.4 Future directions 

The goal of this work was less to present production-ready moderation systems than to 
demonstrate the existence of methods that, within their narrow domains, accomplish the 
seemingly impossible task of blind moderation. Nonetheless, it is useful to consider how these 
methods might be improved. The false-positive rate of BT quickly becomes untenable outside of 
the heavily constrained chat-based UGC systems characteristic of youth-focused domains, while 
most previous work demonstrating the effectiveness of RC has restricted itself to a single type of 
image stimulus, namely faces. Future work could extend the viability of both methods to a wider 
class of methods, or identify problem domains whose constraints make other human-
computational approaches to blind UGC moderation possible. 

More broadly, the conceptual framework on which this work relies remains somewhat 
underdeveloped. While we discussed some of the interactions between features such as safety, 
privacy, expressivity, and scalability, our discussion was almost certainly incomplete, and future 
work should more rigorously distinguish between conditions in which these features must be 
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traded off and conditions in which improvements in one dimension do not come at the expense of 
effectiveness in another. 

More importantly, there are likely other dimensions along which UGC systems vary. One class of 
UGC moderation systems that we did not discuss at all introduces variation along a dimension 
that we might call “peer governance.” This dimension captures whether acts of moderation are 
performed by professional staff, on one extreme, or completely by user peers on the other. It is 
increasingly popular to empower users to govern content themselves. Any site that lets users 
report each other’s bleeps is implementing peer governance to some degree. Systems that rely 
more heavily on peer governance include Wikipedia, Reddit, and sites in the Stack Overflow 
network. There are even reports, on child-focused UGC platforms such as the online social game 
Webkinz, of successful self-governance among communities of children and tweens (Kafai & 
Searle, 2010). That said, there are to date vastly more failures of self-governing UGC systems 
than successes. The complexity of designing community-governance systems, especially of 
designing systems that design themselves by empowering users to vote upon governance rules, 
makes these approaches difficult to replicate and unpredictable to manage. User communities can 
gain surprising political leverage over a platform when they are placed in essential governance 
roles, as in a recent mass strike of community moderators on Reddit, one that caused dramatic 
drops in traffic to the site and, ultimately, the resignation of the company’s CEO (Tox77, 2015). 
While exciting advances are being made in the study of community-governed UGC (Frischmann, 
Madison & Strandburg, 2014; Heaberlin & DeDeo, 2016; Kraut & Resnick, 2012; Lampe, Zube, 
Lee, Park & Johnston, 2014; Mueller et al., 2015; Müller et al., 2015; Schweik & English, 2012), 
this style of solution is still poorly understood and, therefore, not easily replicable from platform 
to platform, nor easy to integrate into the framework that we use to motivate the BT and RC 
methods.  

5. CONCLUSION 

Though it may seem futile to try moderating a piece of content without being able to analyze it, 
social patterns make such “blind” moderation possible. Drawing from mathematical sociology 
and computational social psychology, we introduce two methods to human computation, 
behavioral thresholding and reverse correlation, both of which can offer UGC moderation that is 
not only blind, but safe, expressive, and scalable. This work demonstrates the power of human 
computation, social psychology, and other behaviorally focused methods as sources of insight for 
designing human computation institutions. 
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